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#### Abstract

The infinite-dimensional Abelian group of general Bäcklund-Calogero transformations is constructed for the evolution equations which can be integrated by Gelfand-Dikij-Zakharov-Shabat spectral problem of an arbitrary order. The structure of the recursion operator and transformation properties of the Bäcklund-Calogero transformations under the gauge group are considered.


## 1. Introduction

The inverse scattering transform (IST) method is a powerful tool for the investigation of the nonlinear differential equations (see e.g. [1-4]). The main idea of the IST method consists in the mapping of the nonlinear evolution law of certain functions due to the nonlinear evolution equation into the linear (therefore, easily integrable) evolution law of the spectral data of the appropriate linear operator. Using the equations which solve the inverse problem (reconstruction of potential through the spectral data) one can solve, in principle, the Cauchy problem, find the infinite families of exact solutions (soliton type solitons) etc for the initial nonlinear evolution equation. Numerous partial differential and integro-differential equations have been investigated by this method [1-4].

One of the main problems of the IST method is to describe effectively the class of nonlinear equations to which this method is applicable and analyse their grouptheoretical structure. There exist different approaches to this problem. Historically the first method was the method of Lax pairs, i.e. the representation of the nonlinear equation in the Lax form $\partial L / \partial t=[L, A]$. The other methods are the dressing method of Zakharov and Shabat, the UV scheme of Zakharov and Mikhailov and lastly, the representation of nonlinear evolution equation as the commutativity condition [ $T_{1}, T_{2}$ ] $=0$ of the pair of linear operators $T_{1}$ and $T_{2}$ (see e.g. [1-3]).

A very simple and elegant method of describing the nonlinear equations integrable by the $2 \times 2$ matrix spectral problem was proposed by Ablowitz, Kaup, Newell and Segur [5]. The idea of this approach consists in the calculation of so-called recursion operators starting from the given spectral problem. Then using the recursion operator and the dispersion function one can describe explicitly the whole infinite family of nonlinear evolution equations integrable by a given spectral problem. The advantage of the method proposed by Ablowitz et al [5] (AKNS method) in comparison with the Lax-pair method, and with $U V$ scheme etc is that it allows us to find the general form of nonlinear equations connected with the given spectral problem in a compact and
convenient form and to calculate the infinite-dimensional group of general Bäcklund transformations for these equations. The akns method has been generalised to a number of different spectral problems [6-15]. The recursion operator plays a central role in this method and the explicit calculations of this operator is the principal problem of the akns method.

In the present paper we consider the general Gelfand-Dikij-Zakharov-Shabat spectral problem, i.e. the general $N$ th-order spectral problem:

$$
\begin{equation*}
\left.\partial^{N}+V_{N-1}(x, t) \partial^{N-1}+\ldots+V_{1}(x, t) \partial+V_{0}(x, t)\right) \psi=\lambda^{N} \psi \tag{1.1}
\end{equation*}
$$

where $\partial \equiv \partial / \partial x, \lambda$ is a spectral parameter and $V_{0}(x, t), V_{1}(x, t), \ldots, V_{N-1}(x, t)$ are scalar functions such that $V_{K}(x, t) \xrightarrow[(x) \rightarrow \infty]{ } 0(K=0,1, \ldots, N-1)$ in the framework of the akns method. Within the framework of the ist method, the spectral problem (1.1) has been considered by Zakharov and Shabat [16] for the first time. This problem and the associated evolution equations have been investigated using another technique by Gelfand and Dikij [17].

In the present paper we construct the infinite-dimensional group of general Bäcklund transformations of the potentials for the spectral problem (1.1)-the so-called Bäcklund-Calogero ( BC ) group. In order to define the action of this bc group on the manifold of potentials $\left\{V(x, t) ; V \stackrel{\text { def }}{=}\left(V_{0}, V_{1}, \ldots, V_{N-1}\right)^{\mathbf{T}}\right\}$ one must calculate the recursion operator. The principal equation for this purpose is of the form $\lambda^{N} \mathscr{G}_{X}(\lambda)=\mathscr{F}_{X}(\lambda)$, where $\mathscr{G}$ and $\mathscr{F}$ are certain $N \times N$ matrix differential operators and $\chi$ is a column with $N$ components. The main feature of this equation is that the rank of matrix $\mathscr{G}$ is $N-1$ and therefore the equation $\lambda^{N} \mathscr{G}_{X}=\mathscr{F} X$ contains a constraint $\Sigma_{k=1}^{N} l_{k} \chi_{k}=0$.

The standard way to deal with the constraint $\sum_{k=1}^{N} l_{k} \chi_{k}=0$ is to solve it, for example, with respect to $\chi_{N}$ and to introduce the quantity $\chi_{(N)} \stackrel{\text { def }}{=}\left(\chi_{1}, \ldots, \chi_{N-1}, 0\right)^{\mathrm{T}}$ which contains only independent variables. As a result, one obtains a $(N-1) \times(N-1)$ matrix recursion operator $\Lambda_{N}$ which acts on the space of independent variables $\chi_{(N)}: \Lambda_{N} \chi_{(N)}=$ $\lambda^{N} \chi_{(N)}$. The case $V_{N-1}=0$ was considered by us [14].

The second way of dealing with the constraint $\sum_{k=1}^{N} l_{k} \chi_{k}=0$ is not to solve it at all and define an action of the recursion operator $\Lambda$ on the whole $N$-dimensional space of all components $\chi_{1}, \ldots, \chi_{N}: \Lambda \chi=\lambda^{N} \chi^{\prime}$. One can introduce such a recursion operator but it is not defined uniquely. The uncertainty which appears in the calculation of such a recursion operator can be effectively described. With the use of this recursion operator $\Lambda$ the action $V \rightarrow V^{\prime}$ of a вс group on the manifold of potentials is given by the relation

$$
\begin{equation*}
\sum_{k=0}^{N-1} B_{k}\left(\Lambda^{\dagger}, t\right)\left(\mathscr{K}_{k}^{\dagger} V^{\prime}-\mathscr{M}_{k}^{\dagger} V\right)-f\left(\Lambda^{\dagger}, t\right) l^{\dagger} \phi=0 \tag{1.2}
\end{equation*}
$$

where $B_{k}\left(\Lambda^{\dagger}, t\right), f\left(\Lambda^{\dagger}, t\right)$ are arbitrary functions complete on $\Lambda^{\dagger} ; \mathscr{K}_{k}^{\dagger}, \mathcal{M}_{k}^{+}, l^{\dagger}$ are certain operators and $\phi(x, t)$ is an arbitrary scalar function. The infinite-dimensional Abelian group of transformations (1.2) plays an important role in the analysis of the group theoretical properties of nonlinear evolution equations integrable by the problem (1.1).

In this paper the transformation properties of (1.2) under the gauge transformations which conserve (1.1) are considered. It is shown that the whole uncertainty which appears in the construction of transformations (1.2) is of a pure gauge nature. A manifestly gauge invariant for transformations (1.2) is also given.

The paper is organised as follows. In $\S 2$ a group of the gauge transformations which preserve (1.1) is considered. The gauge invariants are calculated. In § 3 a direct
scattering problem for (1.1) is discussed and some important relations are obtained. In § 4 the recursion operator is calculated. The BC group is constructed in §5. In § 6 the transformation properties of (1.2) under gauge transformations are considered and the manifestly gauge invariant part of (1.2) is obtained. The general form of nonlinear equations integrable by the problem (1.1) is calculated in § 7. Examples of transformations (1.2) for the case $N=2$ are given in $\S 8$.

## 2. The gauge group

The spectral problem (1.1), as it is easy to see, is invariant under the transformations

$$
\begin{align*}
& \psi(x, t, \lambda) \rightarrow \tilde{\psi}(x, t, \lambda)=g(x, t) \psi(x, t, \lambda)  \tag{2.1}\\
& V_{k}(x, t) \rightarrow \tilde{V}_{k}(x, t)=g(x, t) \sum_{n=0}^{N-k} C_{k+n}^{k} V_{k+n}(x, t) \partial^{N}(1 / g(x, t))
\end{align*}
$$

where $g(x, t)$ is any differentiable function such that $g(x, t) \rightarrow_{|x| \rightarrow \infty} 1$ and $C_{n}^{k}=$ $n!/(n-k)!k!$. The transformations (2.1) form an infinite-dimensional Abelian group of gauge transformations for the problem (1.1). This group is the subgroup of the general gauge transformations group which was discussed in [18, 19].

It is clear that there exist $N-1$ independent functions

$$
W_{0}\left(V_{0}, \ldots, V_{N-1}\right), W_{1}\left(V_{0}, \ldots, V_{N-1}\right), \ldots, W_{N-2}\left(V_{0}, \ldots, V_{N-1}\right)
$$

which are invariant under the gauge transformations (2.1) i.e. the functions such that $W_{k}\left(\tilde{V}_{0}, \ldots, \tilde{V}_{N-1}\right)=W_{k}\left(V_{0}, \ldots, V_{N-1}\right),(k=0,1, \ldots, N-2)$. An explicit form of the invariants $W_{0}, W_{1}, \ldots, W_{N-2}$ can be found directly from (2.1) by excluding the function $g(x, t)$. For our purpose the following set of the invariants is convenient [20,24]:

$$
\begin{equation*}
W_{k}=V_{k}-\frac{1}{N} \sum_{n=1}^{N-k} C_{k+n}^{k} V_{k+n}\left(\partial-\frac{1}{N} V_{N-1}\right)^{n-1} V_{N-1}, \quad(k=0, \ldots, N-2) \tag{2.2}
\end{equation*}
$$

The gauge invariance of the problem (1.1) allows us to impose additional constraints (gauge conditions) on the potentials $V_{0}, V_{1}, \ldots, V_{N-1}$. For example, one can transform any linear superposition $\sum_{k=0}^{N-1} \alpha_{k} V_{k}(x, t)$ into zero and, in particular, any (but only one) potential $V_{k}$ into zero by an appropriate gauge transformation. We will shortly refer to the gauge condition as the gauge. The transition from one gauge to another one is performed by a certain gauge transformation.

For the further purposes it is convenient to represent the spectral problem (1.1) in the well known matrix Frobenius form

$$
\begin{equation*}
\partial F / \partial x=(A+P(x, t)) F \tag{2.3}
\end{equation*}
$$

where $F=\left(\psi, \partial \psi, \ldots, \partial^{N-1} \psi\right)^{\mathrm{T}}$ and

$$
A=\left(\begin{array}{ccccc}
0 & 1 & 0 & \ldots & 0  \tag{2.4}\\
0 & 0 & 1 & \ldots & 0 \\
& & \ldots & & \\
0 & 0 & 0 & \ldots & 1 \\
\lambda^{N} & 0 & 0 & \ldots & 0
\end{array}\right), \quad P=\left(\begin{array}{cccc}
0 & 0 & \ldots & 0 \\
& \ldots & \\
0 & 0 & \ldots & 0 \\
-V_{0}, & -V_{1} & \ldots & -V_{N-1}
\end{array}\right)
$$

The gauge transformations (2.1) have now the form

$$
\begin{equation*}
F \rightarrow \tilde{F}=G F, P \rightarrow \tilde{P}=G(A+P) G^{-1}-A+(\partial G) G^{-1} \tag{2.5}
\end{equation*}
$$

where $G_{i k}=C_{i-1}^{k-1} \partial^{i-k} g(x, t), i \geqslant k ; G_{i k}=0, i<k$. By introducing the $N$-component column $V \stackrel{\text { der }}{=}\left(V_{0}, V_{1}, \ldots, V_{N-1}\right)^{\mathrm{T}}$, one can represent the gauge transformation (2.5) in the form

$$
\begin{equation*}
V \rightarrow \tilde{V}=\tau(g) V+\mathscr{V}(g) \tag{2.6}
\end{equation*}
$$

where $\tau(g)=g\left(G^{\mathrm{T}}\right)^{-1}$ and $\mathscr{V}_{k}(g)=C_{N}^{k} g \partial^{N-k}(1 / g),(k=0, \ldots, N-1)$.
Using the explicit form of $\tau(g)$ and $\mathscr{V}(g)$, it is not difficult to show that

$$
\begin{equation*}
\tau\left(g_{2}\right) \tau\left(g_{1}\right)=\tau\left(g_{2} g_{1}\right), \quad \mathscr{V}\left(g_{1} g_{2}\right)=\tau\left(g_{2}\right) \mathscr{V}\left(g_{1}\right)+\mathscr{V}\left(g_{2}\right) \tag{2.7}
\end{equation*}
$$

i.e. that the transformations (2.6) indeed form a group.

The form (2.6) of the gauge transformations (2.1) is useful for many purposes. For example, the invariants can be written in the form

$$
\begin{equation*}
W=\tau\left(\tilde{\rho}^{-1}\right) V+\mathscr{V}\left(\tilde{\rho}^{-1}\right) \tag{2.8}
\end{equation*}
$$

where $W \stackrel{\text { def }}{=}\left(W_{0}, \ldots, W_{N-2}, 0\right)^{\mathrm{T}}$ and $\tilde{\rho}(x, t)=\exp \left(-(1 / N) \int^{x} \mathrm{~d} x^{\prime} V_{N-1}\left(x^{\prime}, t\right)\right)$. Then the potentials $V_{k}$ can be represented as the functions on invariants $W_{k}$ and 'gauge' variable $\rho(x, t)$

$$
\begin{equation*}
V(x, t)=\tau(\rho) W+\mathscr{V}(\rho) \tag{2.9}
\end{equation*}
$$

## 3. Direct scattering problem and some important relations

We will study the problem (1.1) in the form (2.3). We assume that $V_{k}(x, t) \rightarrow 0$ at $|x| \rightarrow \infty$ so fast that all integrals which will appear in our calculations will exist.

We introduce, in a standard manner [1-3], the fundamental matrix solutions $F^{+}(x, t, \lambda), F^{-}(x, t, \lambda)$ of the problem (2.3) given by their asymptotic behaviour

$$
\begin{equation*}
F^{+}(x, t, \lambda) \underset{x \rightarrow+\infty}{\longrightarrow} E(x, \lambda), \quad F^{-}(x, t, \lambda) \underset{x \rightarrow-\infty}{\longrightarrow} E(x, \lambda) \tag{3.1}
\end{equation*}
$$

where $E(x, \lambda)=D(\lambda) \exp (\bar{A} x)$ is the fundamental matrix solution of the equation $\partial E / \partial x=A E$, where $\bar{A}$ is the diagonal matrix: $\bar{A}_{i k}=\lambda q^{i-1} \delta_{i k}, D_{i k}=N^{-1 / 2}\left(\lambda q^{k-i}\right)^{i-1}$, $\left(i, k=1, \ldots, N\right.$ ) and $q=\exp \left(2 \pi \mathrm{i} / N\right.$ ). Here and below $\delta_{i k}$ is Kronecker symbol ( $\delta_{i k}=$ $\left\{\begin{array}{c}1, i=k \\ 0, i \neq k\end{array}\right)$. Let us note that $\lambda q^{i-1},(i=1, \ldots, N)$ are eigenvalues of matrix $A$, by definition and $A=D \bar{A} D^{-1}$.

In a standard manner we introduce the scattering matrix $S(\lambda, t): F^{+}(x, t, \lambda)=$ $F^{-}(x, t, \lambda) S(\lambda, t)$.

Let $P(x, t)$ and $P^{\prime}(x, t)$ be two different potentials and $F^{+}, F^{+\prime}, S, S^{\prime}$ be corresponding solutions and scattering matrices for (2.3). One can show that
$S^{\prime}(\lambda, t)-S(\lambda, t)=-\int_{-\infty}^{+\infty} \mathrm{d} x\left(F^{-}(x, t, \lambda)\right)^{-1}\left(P^{\prime}(x, t)-P(x, t)\right)\left(F^{+}(x, t, \lambda)\right)^{\prime}$.
Formula (3.2) which relates a variation of the potential to those of the scattering matrix plays a fundamental role in the aKns method.

The mapping $P \rightarrow S(\lambda, t)$ given by the spectral problem (2.3) establish a correspondence between the transformations $P \rightarrow{ }^{B} P^{\prime}$ on the manifold of potentials
$\left\{P(x, t), P(x, t) \rightarrow_{|x| \rightarrow \infty} 0\right\}$ and the transformations $S \rightarrow^{B} S^{\prime}$ on the manifold of the scattering matrices $\{S(\lambda, t)\}$.

We will consider only transformations $B$ such that

$$
\begin{equation*}
S(\lambda, t) \rightarrow S^{\prime}(\lambda, t)=\bar{B}^{-1}(\lambda, t) S(\lambda, t) \bar{C}(\lambda, t) \tag{3.3}
\end{equation*}
$$

where $\bar{B}(\lambda, t)$ and $\bar{C}(\lambda, t)$ are arbitrary diagonal matrices (i.e. $\bar{B}_{i k}=B_{i}(\lambda, t) \delta_{i k}, \bar{C}_{i k}=$ $\left.C_{i}(\lambda, t) \delta_{i k}, i, k=1, \ldots, N\right)$. We confine ourselves to transformations of the form (3.3) for two reasons: (1) the linearity of the transformation law (and, therefore, its ready integrability) of the scattering matrix is the principal idea of the IST method (see e.g. [1-4]) and (2) the generalised aKNS technique allows us to construct, in an explicit form, the transformations of the potentials $P \rightarrow P^{\prime}$ which correspond to the transformations of the scattering matrix of the form (3.3).

Let us rewrite the transformation law (3.3) in the form $S^{\prime}-S=(1-\bar{B}) S^{\prime}-S(1-\bar{C})$. From the comparison of it with (3.2) we find

$$
\begin{equation*}
\left(S^{-1}(1-\bar{B}) S\right)_{\mathrm{F}}=-\int_{-\infty}^{+\infty} \mathrm{d} x\left(\left(F^{+}\right)^{-1}\left(P^{\prime}-P\right)\left(F^{+}\right)^{\prime}\right)_{\mathrm{F}} \tag{3.4}
\end{equation*}
$$

where for arbitrary matrix $\Phi$ we denote by $\Phi_{\mathrm{F}}$ the off-diagonal part of matrix $\Phi:\left(\Phi_{\mathrm{F}}\right)_{i k}=$ $\Phi_{i k}-\Phi_{i i} \delta_{i k},(i, k=1, \ldots, N)$. Furthermore, it is not difficult to justify that the following identity holds

$$
\begin{gather*}
\left(S^{-1}(\lambda, t)(1-\bar{B}(\lambda, t)) S^{\prime}(\lambda, t)\right)_{\mathrm{F}}=\int_{-\infty}^{+\infty} \mathrm{d} x\left\{( F ^ { + } ( x , t , \lambda ) ) ^ { - 1 } \left(P(x, t)\left(1-B\left(\lambda^{N}, t\right)\right)\right.\right. \\
\left.-\left(1-B\left(\lambda^{N}, t\right)\right) P^{\prime}(x, t)\left(F^{+}(x, t, \lambda)\right)^{\prime}\right\}_{\mathrm{F}} \tag{3.5}
\end{gather*}
$$

where $B\left(\lambda^{N}, t\right)=D \bar{B}(\lambda, t) D^{-1}$. Equating the left- and right-hand sides of equations (3.4) and (3.5) we obtain
$\left.\int_{-\infty}^{+\infty} \mathrm{d} x \operatorname{Tr}\left(B\left(\lambda^{N}, t\right) P^{\prime}(x, t)-P(x, t) B\left(\lambda^{N}, t\right)\right) \dot{\tilde{\Phi}}^{+(F)}(x, t, \lambda)\right)=0$
where $\operatorname{Tr}$ denotes the matrix trace. The quantity ${ }^{++}$${ }^{+}$is the tensor product $\left(F^{+}\right)^{\prime}$ and $F^{+} \because\left(\stackrel{+}{\Phi}^{+(i k)}\right)_{l m} \stackrel{\text { def }}{=}\left(F^{+}\right)_{l k}^{\prime}\left(F^{+}\right)_{i m}^{-1},(i, k, l, m=1, \ldots, N)$.

Since all elements of matrix $\bar{A}$ are different, matrices $B$ and $\bar{B}=D^{-1} B D$ can be represented (see [21]) in the forms:

$$
B\left(\lambda^{N}, t\right)=\sum_{k=0}^{N-1} B_{k}\left(\lambda^{N}, t\right) A^{k}, \quad \bar{B}(\lambda, t)=\sum_{k=0}^{N-1} B_{k}\left(\lambda^{N}, t\right) \bar{A}^{k}
$$

where $B_{k}\left(\lambda^{N}, t\right)$ are scalar functions. Using these expressions one can rewrite (3.6) in the form

$$
\begin{equation*}
\left\langle\sum_{k=0}^{N-1}\left(A^{k}\left(\lambda^{N}\right) P^{\prime}-P A^{k}\left(\lambda^{N}\right)\right) B_{k}\left(\lambda^{N}, t\right)+\dot{\Phi}^{(F)}\right\rangle=0 \tag{3.7}
\end{equation*}
$$

where $\langle\Phi\rangle \stackrel{\text { def }}{=} \int_{-\infty}^{+\infty} \mathrm{d} x \operatorname{Tr}(\Phi(x))$.
The equality (3.7) is the fundamental relation between $P(x, t), P^{\prime}(x, t)$ and $F^{+}(x, t, \lambda), F^{+\prime}(x, t, \lambda)$ under transformations (3.3) of the scattering matrix. This equality contains the quantities $A^{k}\left(\lambda^{N}\right), B_{k}\left(\lambda^{N}, t\right),(k=0, \ldots, N-1)$ which explicitly depends on spectral parameter $\lambda^{N}$. The next step (which is standard for the akNS
technique) consists in the converting of the relation (3.7) into the form which does not contain explicit dependence on $\lambda^{N}$. In order to do this one must calculate the so-called recursion operator.

## 4. Recursion operator

So it is necessary to be able to exclude the explicit dependence on $\lambda^{N}$ in expressions of the form $\left(A^{k}\left(\lambda^{N}\right) P^{\prime}-P A^{k}\left(\lambda^{N}\right)\right) B_{k}\left(\lambda^{N}, t\right){ }^{++\tilde{\Phi}^{(F)}},(k=0,1, \ldots, N-1)$ in (3.7). This can be done with the use of a recursion operator. Let us calculate it. Using equation (2.3) and equation $\partial F^{-1} / \partial x=-F^{-1}(A+P)$, one can show that $\stackrel{+}{\dot{\Phi}}^{(\text {in })}$ satisfies the equation

$$
\begin{equation*}
\partial \dot{\tilde{\Phi}}^{+(i n)}(x, t, \lambda) / \partial x=\left[A, \stackrel{+}{\Phi}^{+(i n)}\right]+P^{\prime+\tilde{\Phi}^{(i n)}}-{ }^{++} \tilde{\Phi}^{(i n)} P . \tag{4.1}
\end{equation*}
$$

By virtue of the special forms of the matrices $A$ and $P(x, t)$, all matrix elements of $\stackrel{+}{\dot{\Phi}}^{(\text {(in) }}$ can be expressed through $N$ matrix elements $\left(\stackrel{+}{\Phi}^{(i n)}\right)_{k N},(k=1, \ldots, N)[14$, 20].

Let us introduce the operation $\Delta_{k}$ of projection onto the column of the matrix: $\Phi_{\Delta_{k}}:\left(\Phi_{\Delta_{k}}\right)_{i t}=\Phi_{i k} \delta_{i k},(i, l=1, \ldots, N)$. With the use of (4.1) and explicit forms of $A$ and $P$ one gets [14, 20]:

$$
\begin{equation*}
\sum_{m=0}^{N} \mathscr{P}^{m}\left({\stackrel{++}{\tilde{\Phi}_{\Delta_{N}}^{+}}} \circ V_{m}\right)=\lambda^{N^{++}}{ }_{\Delta_{N}} \tag{4.2}
\end{equation*}
$$

where $\mathscr{P}=\partial-A+P^{\prime}(x, t),\left(\Phi \circ V_{m}\right)_{i k} \stackrel{\text { def }}{=} \Phi_{i k} V_{m}$. Then it is not difficult to show that the operator $\mathscr{P}^{m}$ is linear on $\lambda^{N}$

$$
\begin{equation*}
\mathscr{P}^{m}=\lambda^{N} r_{m}+S_{m}, \quad m=0,1, \ldots, N \tag{4.3}
\end{equation*}
$$

Substituting (4.3) into (4.2), we obtain

$$
\begin{equation*}
\lambda^{N_{\mathscr{G}}} \stackrel{+}{\tilde{\Phi}}_{\Delta_{N}}^{+(i n)}(\lambda)=\mathscr{F}_{\mathscr{\Phi}^{+}}^{++_{N}^{(i n)}}(\lambda) \tag{4.4}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathscr{G}=\sum_{m=0}^{N} r_{m} V_{m}-1, \quad \mathscr{F}=-\sum_{m=0}^{N} s_{m} V_{m} \tag{4.5}
\end{equation*}
$$

where $V_{N} \equiv 1$.
With the use of equations (2.4), (4.3) and (4.5), one can show that the matrix operator $\mathscr{G}$ is a lower triangular one:

$$
\mathscr{G}=\left(\begin{array}{cccccc}
0 & 0 & 0 & \ldots & 0 & 0  \tag{4.6}\\
\mathscr{G}_{21} & 0 & 0 & \ldots & 0 & 0 \\
\mathscr{G}_{31} & \mathscr{G}_{32} & 0 & \ldots & 0 & 0 \\
\mathscr{G}_{N 1} & \mathscr{G}_{N 2} & \mathscr{G}_{\mathrm{N} 3} & \ldots & \mathscr{G}_{N N-1} & 0
\end{array}\right)
$$

where $\mathscr{G}_{i i-1}=-N \partial+V_{N-1}-V_{N-1}^{\prime},(i=1,2, \ldots, N) ; \mathscr{G}_{i k}=0, k>i$ and all the rest matrix elements of $\mathscr{G}$ are more complicated. The elements of the first line of the matrix
operators $s_{k}$ are:

$$
\begin{align*}
& \left(s_{k}\right)_{1 l}=C_{k}^{l-1}(-\partial)^{k+1-1}, \quad l=1, \ldots, k+1 ; \\
& \left(s_{k}\right)_{1 l}=0, \quad l=k+2, \ldots, N ; \quad k=1, \ldots, N-1 .  \tag{4.7}\\
& \left(s_{N}\right)_{1 l}=C_{N}^{l-1}(-\partial)^{N+1-l}-V_{l-1}^{\prime}, \quad l=1, \ldots, N .
\end{align*}
$$

Therefore the matrix operator $\mathscr{G}$ is a degenerate one. As a result, the first equation (4.4) is a relation between $\stackrel{++}{\Phi}_{k N},(k=1, \ldots, N)$ which does not contains $\lambda^{N}$, i.e. the constraint. The expression for this constraint can be obtained with the use of (4.7):

$$
\begin{equation*}
\sum_{k=1}^{N} l_{k} \stackrel{\tilde{\Phi}^{+}}{(i n)}=0 \tag{4.8}
\end{equation*}
$$

where

$$
\begin{equation*}
l_{k}=-\sum_{n=1}^{N-k+1} C_{k+n-1}^{k-1}(-\partial)^{n} V_{k+n-1}-V_{k-1}+V_{k-1}^{\prime} \tag{4.9}
\end{equation*}
$$

The degeneracy of the matrix operator $\mathscr{G}$ (its rank is $N-1$ ) and the existence of the constraint (4.8) are the fundamental properties of equation (4.4) which serves for the calculation of the recursion operator. Such a situation is a typical one for AKNS method [5-15].

There are two ways to deal with the constraint (4.8).
(1) The first way is to solve equation (4.8) with respect to one of the components $\stackrel{+}{\dot{+}}_{k N}^{+},(k=1, \ldots, N)$ and to calculate the recursion operator which acts on the space of ( $N-1$ )-independent variables; (2) the second way is to not solve the constraint (4.8) and to define an action of the recursion operator on the whole $N$-dimensional space of all components $\Phi_{k N},(k=1, \ldots, N)$.

Usually only the first (standard) way of solving the constraint was used in the framework of aKNS method for different spectral problems [5-15] and also for the problem (1.1) [15]. In the present paper we will follow the second way of dealing with constraint. Let us calculate the recursion operator which acts on the N dimensional space of all components $\stackrel{+\tilde{\tilde{\Phi}}}{k N},,(k=1, \ldots, N)$.

Let us denote

$$
\begin{align*}
& \left(E_{\alpha}\right)_{i k}=\delta_{i k}-\delta_{i \alpha} \delta_{k \alpha},  \tag{4.10}\\
& \chi=\left(\chi_{1}, \ldots, \chi_{N}\right)^{\mathrm{T}} \stackrel{\text { def }}{=}\left(\stackrel{+}{\Phi}_{1 N}, \ldots, \stackrel{+}{\Phi}_{N N}\right)^{\mathrm{T}}, \quad \chi_{(\alpha)}=E_{\alpha} \chi
\end{align*}
$$

and introduce the operator $M$ with the following matrix elements

$$
\begin{equation*}
M_{i k}=\delta_{i k}-\delta_{i N} l_{N}^{-1} l_{k}, \quad(i, k=1, \ldots, N) \tag{4.11}
\end{equation*}
$$

By virtue of (4.6), equation (4.4) is equivalent to the equation

$$
\begin{equation*}
\lambda^{N_{\mathscr{C}}} \mathscr{G}_{X}=E_{1} \mathscr{F} X \tag{4.12}
\end{equation*}
$$

supplemented by the constraint, which can be represented as follows

$$
\begin{equation*}
\chi=M_{\chi}=M_{\chi_{(N)}} . \tag{4.13}
\end{equation*}
$$

The equivalence of two forms (4.8) and (4.13) of constraint follows from the fact that the operator $l_{N}$ has in this case a trivial kernel.

Then we introduce the operator $\overline{\mathscr{G}}$ such that $\tilde{\mathscr{G}} \mathscr{G}=E_{N}$. For (4.12) and (4.13) we have

$$
\begin{equation*}
\lambda^{N^{\prime}} \chi=M_{\mathscr{G}}^{\mathscr{F}} \chi \stackrel{\text { def }}{=} \Lambda_{\mathrm{s}} \chi . \tag{4.14}
\end{equation*}
$$

The operator $\Lambda_{s}=M \tilde{G} \mathscr{F}$ is just the recursion operator which acts in the whole $N$ dimensional space $\left(\chi_{1}, \ldots, \chi_{N}\right)$. Equation (4.14) is compatible with (4.13). However, $\Lambda_{s}$ is not the most general recursion operator which can be defined on the whole $N$-dimensional space.

The general form of the recursion operator which acts on the whole $N$-dimensional space $\chi=\left(\chi_{1}, \ldots, \chi_{\mathbf{N}}\right)^{\top}, \lambda^{N} \chi(\lambda)=\Lambda \chi(\lambda)$ is

$$
\begin{equation*}
\Lambda=\Lambda_{s}+Q \otimes l \tag{4.15}
\end{equation*}
$$

where $l \stackrel{\text { def }}{=}\left(l_{1}, \ldots, l_{N}\right), Q \stackrel{\text { def }}{=}\left(Q_{1}, \ldots, Q_{N}\right)^{\mathrm{T}}$ where $Q_{1}, \ldots, Q_{N}$ are arbitrary operators and $\otimes$ denotes a tensor product.

Indeed the difference $\Lambda-\Lambda_{s}=\Delta$ should satisfy the condition $\Delta \chi=0$. Since $\chi$ has $N-1$ independent components, the rank of the matrix $\Delta$ is equal to 1 . As a result, taking into account (4.8), we have $\Delta_{i k}=Q_{i} l_{k}$ where $Q_{i}$ are arbitrary operators. (4.15) is proved.

Taking into account that $l \cdot M=0$, we see that the operator $\Lambda^{n}$ has a structure analogous to (4.15), i.e.

$$
\begin{equation*}
\Lambda^{n}=\Lambda_{s}^{n}+Q_{(n)} \otimes l \tag{4.16}
\end{equation*}
$$

where $Q_{(n)}$ are certain operators.
Therefore, there exists a certain freedom in the construction of the recursion operator which acts on the whole $N$-dimensional space.

In our further calculations we will also need the operator $\Lambda^{+}$adjoint to the operator $\Lambda$ with respect to the bilinear form

$$
\begin{equation*}
《 \chi \chi, \Phi\rangle=\sum_{i=1}^{N} \int_{-\infty}^{+\infty} \mathrm{d} x \chi_{i}(x) \Phi_{i}(x) . \tag{4.17}
\end{equation*}
$$

The operator $\Lambda^{\dagger}$ is

$$
\begin{equation*}
\Lambda^{\dagger}=\Lambda_{s}^{\dagger}+l^{\dagger} \otimes Q^{\dagger} \quad \text { where } \Lambda_{s}^{\dagger}=\mathscr{F}^{\dagger} \tilde{\mathscr{G}}^{+} \boldsymbol{M}^{\dagger} \tag{4.18}
\end{equation*}
$$

One also has

$$
\begin{equation*}
\left(\Lambda^{\dagger}\right)^{n}=\left(\Lambda_{s}^{\dagger}\right)^{n}+l^{\dagger} \otimes Q_{(n)}^{\dagger} \tag{4.19}
\end{equation*}
$$

The operator $M^{\dagger}$ adjoint to the operator $M$ (4.11) has the following properties:

$$
\begin{equation*}
E_{N} M^{\dagger}=M^{\dagger}, \quad M^{\dagger} E_{N}=E_{N}, \quad\left(M^{\dagger}\right)^{2}=M^{\dagger} \tag{4.20}
\end{equation*}
$$

The operators $\mathscr{G}^{\dagger}, \mathscr{F}^{\dagger}, r_{m}^{\dagger}$ and $s_{m}^{\dagger}$ are calculated by formulae

$$
\begin{equation*}
\mathscr{G}^{\dagger}=\sum_{n=0}^{N} V_{n} r_{n}^{\dagger}-1, \quad \mathscr{F}^{\dagger}=-\sum_{n=0}^{N} V_{n} s_{n}^{\dagger} ;\left(\mathscr{P}^{\dagger}\right)^{m}=\lambda^{N} r_{m}^{\dagger}+s_{m}^{\dagger}, \quad(m=0,1, \ldots, N) \tag{4.21}
\end{equation*}
$$

With the use of (4.12) and (4.13) it is not difficult to obtain the operator $\Lambda_{N}=\tilde{G} \mathscr{F} M$ which acts on the subspace of $(N-1)$-independent variables $\chi_{(N)} \stackrel{\text { def }}{=}\left(\chi_{1}, \ldots, \chi_{N-1}, 0\right)^{\mathrm{T}}$; $\lambda^{N} \chi_{(N)}=\Lambda_{N} \chi_{(N)}$. The operator $\Lambda_{N}^{+}$adjoint to the operator $\Lambda_{N}$ has the form

$$
\begin{equation*}
\Lambda_{N}^{\dagger}=\boldsymbol{M}^{\dagger} \mathscr{F}^{+} \tilde{\mathscr{G}}^{\dagger} \tag{4.22}
\end{equation*}
$$

Note that the recursion operator $\Lambda_{N}$ is defined uniquely.

## 5. Bäcklund-Calogero group

Here we obtain the nonlinear transformations $V \rightarrow V^{\prime}$ which corresponds to the transformations (3.3) of the scattering matrix. For this we must exclude the explicit dependence on $\lambda^{N}$ which is contained in (3.7).

Firstly we see that $A^{k}$ is the linear function on $\lambda^{N}$ :

$$
\begin{equation*}
A^{k}\left(\lambda^{N}\right)=\lambda^{N}\left(R^{\mathrm{T}}\right)^{N-k}+R^{k}, \quad k=0,1, \ldots, N \tag{5.1}
\end{equation*}
$$

where $R_{i k}=\delta_{i k+1},(i, k=1, \ldots, N)$. For the quantities $\left\langle A^{k} P^{\prime} \stackrel{++}{\tilde{\Phi}}-A^{k} \stackrel{++}{\tilde{\Phi}} P\right\rangle,(k=$ $0,1, \ldots, N-1$ ) in (3.7) we have:
$\left.\left\langle A^{k}\left(\lambda^{N}\right) \dot{P}^{\prime} \dot{++} \tilde{\tilde{\Phi}}^{k}-A^{k}\left(\lambda^{N}\right) \stackrel{++\tilde{\Phi}^{+}}{P}\right\rangle\right\rangle=\left\langle A^{k}\left(\lambda^{N}\right) P^{\prime} \stackrel{+}{\tilde{\Phi}}_{\Delta_{N-k}}-A^{k}\left(\lambda^{N}\right) \stackrel{++}{\tilde{\Phi}_{\Delta_{N}}} P\right\rangle$.
Then one can show from (4.1) that [14]:

$$
\begin{align*}
&+_{\tilde{\Phi}_{\Delta_{N-k}}^{+}}=\sum_{m=0}^{k} \mathscr{P}^{k-m}\left(\stackrel{+}{\tilde{\Phi}}_{\Delta_{N}} \circ V_{N-m}\right) A^{-k} \\
&=\left(\lambda^{N} \mathscr{G}_{(k)}+\mathscr{F}_{(k)}\right) \dot{\Phi}_{\Phi_{\Delta_{N}}^{+}} A^{-k}, \quad(k=0,1, \ldots, N-1) \tag{5.3}
\end{align*}
$$

where
$\mathscr{G}_{(k)} \stackrel{\text { def }}{=} \sum_{m=0}^{k} r_{k-m} V_{N-m}, \quad \mathscr{F}_{(k)} \stackrel{\text { def }}{=} \sum_{m=0}^{k} s_{k-m} V_{N-m}, \quad(k=0,1, \ldots, N-1)$.
Let us introduce the column with $N$ components $V(x, t) \stackrel{\text { def }}{=}\left(V_{0}(x, t), \ldots\right.$, $\left.V_{N-1}(x, t)\right)^{\mathrm{T}}$ and proceed according to (4.10) from $\stackrel{++}{\dot{\Phi}}_{\Delta_{N}}$ to $\chi \stackrel{\text { def }}{=}\left(\chi_{1}, \ldots, \chi_{N}\right)^{\mathrm{T}}$. By using the relations $\lambda^{N} \chi=\Lambda \chi, B_{k}\left(\lambda^{N}, t\right) \chi=B_{k}(\Lambda, t) \chi,(k=0,1, \ldots, N-1)$ and also (4.17), (4.18), (5.1)-(5.3) we obtain for (3.7):

$$
\begin{align*}
&-\left\langle\sum_{k=0}^{N-1} B_{k}\left(\lambda^{N}, t\right)\left(A^{k}\left(\lambda^{N}\right) P^{\prime}-P A^{k}\left(\lambda^{N}\right)\right) \tilde{\Phi}^{+\dagger(F)}\right\rangle \\
&=\left\langle\left\langle\chi(\lambda)\left(\sum_{k=0}^{N-1} B_{k}\left(\Lambda^{\dagger}, t\right)\left(\mathscr{K}_{k}^{\dagger} V^{\prime}-\mathscr{M}_{k}^{\dagger} V\right)\right\rangle\right\rangle=0 .\right. \tag{5.5}
\end{align*}
$$

The freedom analogous to that of $\Lambda^{\dagger}$ (4.18) and $\left(\Lambda^{\dagger}\right)^{n}$ (4.19) appears in the calculation of the operators $\mathscr{K}_{k}^{\dagger}$ and $\mathcal{M}_{k}^{\dagger}$ too. These are of the form:
$\mathscr{K}_{k}^{\dagger} \stackrel{\text { def }}{=} \Lambda^{\dagger} \mathscr{G}_{(k)}^{+}+F_{(k)}^{\dagger}+l^{\dagger} \otimes \tilde{Q}_{(k)}^{\dagger}, \quad \mathcal{M}_{k}^{+} \stackrel{\text { def }}{=} \Lambda^{\dagger} R^{N-k}+\left(R^{\mathrm{T}}\right)^{k}+l^{\dagger} \otimes \tilde{Q}_{(k)}^{\dagger}$
where $\tilde{Q}_{(k)}^{\dagger} \stackrel{\text { def }}{=}\left(\tilde{Q}_{(\kappa)}^{\dagger}, \ldots, \tilde{Q}_{N(k)}^{\dagger}\right), \quad \tilde{\tilde{Q}}_{(k)} \stackrel{\text { def }}{=}\left(\tilde{Q}_{1(k)}^{\dagger}, \ldots, \stackrel{\tilde{Q}}{N(k)}_{\dagger}^{\dagger}\right) \quad$ and $\quad \tilde{Q}_{1(k)}^{\dagger}, \ldots, \tilde{Q}_{N(k)}^{\dagger}$; $\tilde{\tilde{Q}}_{1(k)}^{+}, \ldots, \tilde{\bar{Q}}_{N(k)}^{+}$are arbitrary operators and

$$
\begin{equation*}
\mathscr{G}_{(k)}^{\dagger}=\sum_{m=0}^{k} V_{N-m} r_{k-m}^{\dagger}, \quad \mathscr{F}_{(k)}^{\dagger}=\sum_{m=0}^{k} V_{N-m} s_{k-m}^{\dagger} . \tag{5.7}
\end{equation*}
$$

The variables $\chi_{1}, \ldots, \chi_{N}$ in (5.5) are not independent and obey the constraint (4.8). As a result, from the equality (5.5) it follows

$$
\begin{equation*}
\sum_{k=0}^{N-1} B_{k}\left(\Lambda^{\dagger}, t\right)\left(\mathscr{K}_{k}^{\dagger} V^{\prime}-\mathscr{M}_{k}^{\dagger} V\right)-f\left(\Lambda^{\dagger}, t\right) l^{\dagger} \phi=0 \tag{5.8}
\end{equation*}
$$

where $B_{k}\left(\Lambda^{+}, t\right),(k=0,1, \ldots, N-1)$ and $f\left(\Lambda^{+}, t\right)$ are arbitrary functions complete on $\Lambda^{\dagger}$ and $\Lambda^{+}, \mathscr{K}_{k}^{+}, \mathcal{M}_{k}^{\dagger}$ are any operators of the form (4.18), (5.5) and $\phi(x, t)$ is an arbitrary scalar function.

Indeed, it follows from (5.5) that $\Sigma_{k=0}^{N-1} B_{k}\left(\Lambda^{+}, t\right)\left(\mathscr{K}_{k}^{\dagger} V^{\prime}-\mathcal{M}_{k}^{+} V\right)=Z^{+}$where $Z^{\dagger}$ is any column for which its adjoint $Z$ obeys the condition $Z_{X}=0$. It is not difficult to see that the general form of $Z$ is $Z_{k}=f\left(\lambda^{N}, t\right) \phi(x, t) l_{k},(k=1, \ldots, N)$ where $\phi(x, t)$ and $f\left(\lambda^{N}, t\right)$ are arbitrary scalar functions. Using $\lambda^{N} \chi=\Lambda \chi$, we have $Z_{k} \chi_{k}(\lambda)=$ $\phi(x, t) l_{k}(f(\Lambda, t) \chi)_{k}$. Therefore, $Z_{k}^{\dagger}=\left(f\left(\Lambda^{\dagger}, t\right) l^{\dagger}\right)_{k} \phi$ and hence (5.8) is proved.

The relation (5.8) is equivalent to the following

$$
\begin{equation*}
\sum_{k=0}^{N-1} B_{k}\left(\Lambda_{s}^{+}, t\right)\left(\mathscr{K}_{(s) k}^{\dagger} V^{\prime}-\mathcal{M}_{(s) k}^{+} V\right)-l^{\dagger} \phi=0 \tag{5.9}
\end{equation*}
$$

where $\Lambda_{s}^{\dagger}=\mathscr{F}^{\dagger} \tilde{\mathscr{G}}^{\dagger} \boldsymbol{M}^{+}$and $\phi(x, t)$ is an arbitrary scalar function and
$\mathscr{K}_{(s) k}^{+} \stackrel{\text { def }}{=} \Lambda_{s}^{+} \mathscr{G}_{(k)}^{+}+\mathscr{F}_{(k)}^{+}, \quad \mathcal{M}_{(s) k}^{+} \stackrel{\text { def }}{=} \Lambda_{s}^{+} R^{N-k}+\left(R^{\mathrm{T}}\right)^{k} \quad(k=0,1, \ldots, N-1)$.

Indeed substituting the expression (4.18) for $\Lambda^{\dagger}$ into (5.8), using (4.19) and the fact that $M^{\dagger} l^{\dagger}=0$, we obtain (5.9).

So (5.9) gives the general form of nonlinear transformations $V \rightarrow V^{\prime}$ which corresponds to the transformations (3.3) of the scattering matrix. Now the operators $\Lambda_{s}^{\dagger}$, $\mathscr{K}_{(s) k}^{\dagger}, \mathcal{M}_{(s) k}^{+}$in (5.9) are defined uniquely and all uncertainties connected with the existence of the constraint (4.8) are contained in the term $l^{\dagger} \phi$ only.

Multiplying the left-hand side of (5.9) by $M^{\dagger}$ and using the relations $M^{+} l^{\dagger}=0$, $M^{\dagger}\left(\Lambda_{s}^{\dagger}\right)^{n}=\left(\Lambda_{N}^{\dagger}\right)^{n} M^{\dagger}, M^{\dagger} \mathscr{K}_{(s) k}^{\dagger}=\mathscr{K}_{k(N)}^{\dagger}, M^{\dagger} \mathscr{M}_{(s) k}^{\dagger}=\mathscr{M}_{(k) N}^{\dagger}$ we obtain

$$
\begin{equation*}
\sum_{k=0}^{N-1} B_{k}\left(\Lambda_{(N)}^{\dagger}, t\right)\left(\mathscr{H}_{k(N)}^{\dagger} V^{\prime}-\mathcal{M}_{k(N)}^{\dagger} V\right)=0 \tag{5.11}
\end{equation*}
$$

where

$$
\mathscr{K}_{k(N)}^{\dagger} \stackrel{\text { def }}{=} \Lambda_{N}^{\dagger} \mathscr{G}_{(k)}^{\dagger}+M^{\dagger} \mathscr{F}_{(k)}^{\dagger}, \quad \quad \mathcal{M}_{k(N)}^{\dagger} \stackrel{\text { def }}{=} \Lambda_{N}^{\dagger} R^{N-k}+M^{\dagger}\left(R^{\top}\right)^{k}
$$

We emphasise that the whole uncertainty disappears after proceeding from (5.9) to (5.11). The relation (5.11) is just the same relation between $V$ and $V^{\prime}$ which can be obtained from (3.7) by excluding the explicit dependence on $\lambda^{N}$ with the use of recursion operator $\Lambda_{N}$ (4.22) which acts in the space of ( $N-1$ ) -independent variables $\chi_{(N)} \stackrel{\text { def }}{=}\left(\chi_{1}, \ldots, \chi_{N-1}, 0\right)^{T}$.

The system of equations (5.11) due to the special forms of operators $\Lambda_{N}^{\dagger}, \mathscr{K}_{k(N)}^{\dagger}$ and $\mathscr{M}_{k(N)}^{+}$contains $N-1$ non-trivial equations. The system (5.9), in contrast, contains $N$ non-trivial equations.

It is easy to see that the transformations (3.3), (4.31) or (3.3), (5.11) form an Abelian infinite-dimensional group. We will refer to this group as the Bäcklund-Calogero group ( BC group). The BC group acts on the manifold of the scattering matrices $\{S(\lambda, t)\}$ by the formula (3.3) and on the manifold of the potentials $\{V(x, t)\}$ by the formulae (5.9) or (5.11).

Bäcklund was the first who considered concrete transformations of the type (5.11) (see e.g. [22]). Calogero constructed the general transformations of the form (5.11) (for the case $N=2$ in the gauge $V_{1}=0$ ) for the first time [23, 4].

## 6. Gauge invariance and manifestly gauge-invariant formulation

Let us consider the transformation properties of nonlinear transformations $V \rightarrow V^{\prime}(5.9)$ and (5.11) under the gauge transformations (2.1). Let the quantities $F, V$ and $F^{\prime}, V^{\prime}$
are transformed independently with the different gauge functions $g_{1}(x, t)$ and $g_{2}(x, t)$ :
$F \xrightarrow{g_{1}} \tilde{F}=G_{1} F, \quad F^{\prime} \xrightarrow{g_{2}} \tilde{F}^{\prime}=G_{2} F^{\prime}$,
$V \xrightarrow{g_{1}} \tilde{V}=\tau\left(g_{1}\right) V+\mathscr{V}\left(g_{1}\right), \quad V^{\prime} \xrightarrow{g_{2}} \tilde{V}^{\prime}=\tau\left(g_{2}\right) V^{\prime}+\mathscr{V}\left(g_{2}\right)$
where $G_{1}=G\left(g_{1}\right), G_{2}=G\left(g_{2}\right)$ and $G(g), \tau(g), \mathscr{V}(g)$ are defined in $\S 2$.
Let us obtain the transformation laws of the quantities which have appeared in the previous section. From the definition $\stackrel{\dagger_{\dot{\Phi}}^{+}}{ }(x, t, \lambda)$ and (6.1) it follows that

$$
\begin{equation*}
\stackrel{+\tilde{\Phi}^{(i n)}}{+(x, t, \lambda) \xrightarrow{\left(g_{1}, g_{2}\right)} \tilde{\Phi}^{+(i n)}(x, t, \lambda)=G_{2}(x, t) \stackrel{+\tilde{\Phi}^{i n}}{ }(x, t, \lambda) G_{1}^{-1}(x, t) . . . ~ . ~} \tag{6.2}
\end{equation*}
$$

For the columns $\chi \stackrel{\text { def }}{=}\left(\stackrel{+}{\Phi}_{1 N}, \ldots, \stackrel{+\tilde{\Phi}_{N N}}{ }\right)^{\mathrm{T}}$ and $\chi_{(N)} \stackrel{\text { def }}{=}\left(\stackrel{+}{\dot{\Phi}}_{1 N}, \ldots, \dot{\tilde{\Phi}}_{N-1 N}^{+}, 0\right)^{\mathrm{T}}$ the law (6.2) gives
$\chi \xrightarrow{\left(g_{1}, g_{2}\right)} \tilde{\chi}=\frac{1}{g_{1}} G\left(g_{2}\right) \chi \stackrel{\text { def }}{=} \pi\left(g_{1}, g_{2}\right) \chi ; \quad \chi_{(N)} \xrightarrow{\left(g_{1}, g_{2}\right)} \tilde{\chi}_{(N)}=E_{N} \pi\left(g_{1}, g_{2}\right) \chi_{(N)}$.

Using the explicit form of the operators $l_{k}$ (4.9), transformation properties $V, V^{\prime}$ and $\pi\left(g_{1}, g_{2}\right) \stackrel{\text { def }}{=}\left(1 / g_{1}\right) G\left(g_{2}\right)$ we get

$$
\begin{equation*}
\sum_{n=1}^{N} \tilde{l}_{n} \pi_{n m}\left(g_{1}, g_{2}\right)=\left(g_{2} / g_{1}\right) l_{m}, \quad(m=1,2, \ldots, N) \tag{6.4}
\end{equation*}
$$

where $\tilde{l}_{k}=l_{k}\left(\tilde{V}, \tilde{V}^{\prime}\right),(k=1, \ldots, N)$. In particular, for $m=N$ from (6.4) we have $\tilde{l}_{N}\left(g_{2} / g_{1}\right)=\left(g_{2} / g_{1}\right) l_{n}$.

It follows from (6.3) and (6.4) that the constraint (4.8) is the gauge invariant one;

$$
\begin{equation*}
\sum_{k=1}^{N} \tilde{l}_{k} \tilde{\chi}_{k}=\frac{g_{2}}{g_{1}} \sum_{k=1}^{N} l_{k} \chi_{k} \tag{6.5}
\end{equation*}
$$

Then the relations $\tilde{X}=\tilde{M} \tilde{\chi}=\tilde{M} \pi \chi_{(N)}=\pi \chi=\pi M \chi_{(N)}$ give the transformation law of the operator $M$ (see (4.11) and (4.13)):

$$
\begin{equation*}
M \xrightarrow{\left(g_{1}, g_{2}\right)} \tilde{M}=\pi\left(g_{1}, g_{2}\right) M \pi^{-1}\left(g_{1}, g_{2}\right) \tag{6.6}
\end{equation*}
$$

where $\tilde{M} \stackrel{\text { def }}{=} M\left(\tilde{V}, \tilde{V}^{\prime}\right)$.
The transformation law of the recursion operator $\Lambda_{s}^{\dagger}$ under the gauge transformations is the following

$$
\begin{equation*}
\Lambda_{s}^{\dagger} \xrightarrow{\left(g_{1}, g_{2}\right)} \tilde{\Lambda}_{s}^{\dagger}=\left(\pi^{\dagger}\left(g_{1}, g_{2}\right)\right)^{-1} \Lambda_{s}^{\dagger} \pi^{\dagger}\left(g_{1}, g_{2}\right)+\tilde{l}^{\dagger} \otimes Q^{\dagger} \tag{6.7}
\end{equation*}
$$

where

$$
\tilde{\Lambda}_{s}^{+}=\Lambda_{s}^{\dagger}\left(\tilde{V}, \tilde{V}^{\prime}\right), \quad Q^{\dagger}=\left(Q_{1}^{\dagger}, \ldots, Q_{N}^{+}\right) ; \quad Q_{1}^{+}, \ldots, Q_{N}^{\dagger}
$$

are certain operators uniquely defined by the gauge transformation.
Recursion operator $\Lambda_{N}^{\dagger}$ on the contrary to $\Lambda_{s}^{+}$has homogeneous transformation law

$$
\begin{equation*}
\Lambda_{N}^{\dagger} \xrightarrow{\left(g_{1}, g_{2}\right)} \tilde{\Lambda}_{N}^{\dagger}=\left(\pi^{\dagger}\left(g_{1}, g_{2}\right)\right)^{-1} \Lambda_{N}^{\dagger} \pi^{\dagger}\left(g_{1}, g_{2}\right) \tag{6.8}
\end{equation*}
$$

where $\tilde{\Lambda}_{N}^{+}=\Lambda_{N}^{\dagger}\left(\tilde{V}, \tilde{V}^{\prime}\right)$. The relation (6.8) can be proved by using the transformation law (6.3) and the fact that $\Lambda_{N}^{+}$acts on the subspace of $N-1$ independent variables $\chi_{(N)}=\left(\stackrel{+}{\Phi}_{1 N}, \ldots,+_{\tilde{\Phi}_{N-1 N}}, 0\right)^{\mathrm{T}}$.

From (6.8) and relation $M^{\dagger} l^{\dagger}=0$ it follows that

$$
\begin{equation*}
\left(\tilde{\Lambda}_{s}^{\dagger}\right)^{n}=\left(\pi^{\dagger}\left(g_{1}, g_{2}\right)\right)^{-1}\left(\Lambda_{s}^{\dagger}\right)^{n} \pi^{\dagger}\left(g_{1}, g_{2}\right)+\tilde{l}^{\dagger} \otimes Q_{(n)}^{\dagger} \tag{6.9}
\end{equation*}
$$

where $Q_{(n)}^{\dagger}=\left(Q_{1(n)}^{\dagger}, \ldots, Q_{N(n)}^{\dagger}\right)$ and $Q_{1(n)}^{\dagger}, \ldots, Q_{N(n)}^{\dagger}$ are certain operators which are uniquely defined by the gauge transformation.

Using the gauge invariance of the relation

$$
-\left\langle\left(A^{k} P^{\prime}-P A^{k}\right)+\tilde{\tilde{\Phi}}\right\rangle=\left\langle\left\langle\chi\left(\mathscr{H}_{(s) k}^{\dagger} V^{\prime}-\mathcal{M}_{(s) k}^{\dagger} V\right)\right\rangle\right.
$$

it is easy to obtain the transformation laws for the quantities $\mathscr{K}_{(s) k}^{\dagger} V^{\prime}-\mathcal{M}_{(s) k}^{\dagger} V$ and $\mathscr{K}_{k(N)}^{\dagger} V^{\prime}-\mathcal{M}_{k(N)}^{\dagger} V$ :
$\mathscr{K}_{(s) k}^{\dagger} V^{\prime}-\mathcal{M}_{(s) k}^{\dagger} V=\pi^{+}\left(g_{1}, g_{2}\right)\left(\tilde{\mathscr{H}}_{(s) k}^{\dagger} \tilde{V}^{\prime}-\tilde{\mathcal{M}}_{(s) k}^{\dagger} \tilde{V}\right)+l^{\dagger} \varphi_{k}$,
$\mathscr{K}_{k(N)}^{+} V^{\prime}-\mathscr{M}_{k(N)}^{\dagger} V=\pi^{+}\left(g_{1}, g_{2}\right)\left(\tilde{\mathcal{K}}_{k(N)}^{\dagger} \tilde{V}^{\prime}-\tilde{\mathscr{M}}_{k(N)}^{+} \tilde{V}\right), \quad(k=0, \ldots, N-1)$
where

$$
\tilde{\mathscr{K}}_{(s) k}^{+} \stackrel{\text { def }}{=} \mathscr{K}_{(s) k}^{+}\left(\tilde{V}, \tilde{V}^{\prime}\right), \quad \quad \tilde{\mathcal{M}}_{(s) k}^{+} \stackrel{\text { def }}{=} \mathcal{M}_{(s) k}^{+}\left(\tilde{V}, \tilde{V}^{\prime}\right)
$$

and so on; $\varphi_{k}(x, t),(k=0,1, \ldots, N-1)$ are certain scalar functions uniquely defined by the gauge transformation (6.1).

From (6.9) and (6.10) we obtain the transformation laws of the nonlinear transformations $V \rightarrow V^{\prime}$ (5.9) and (5.11) under the gauge transformations (6.1):

$$
\begin{align*}
& \begin{aligned}
\sum_{k=0}^{N-1} B_{k}\left(\Lambda_{s}^{\dagger}, t\right) & \left(\mathscr{K}_{(s) k}^{\dagger} V^{\prime}-\mathcal{M}_{(s) k}^{\dagger} V\right)-l^{\dagger} \phi \\
= & \pi^{\dagger}\left(g_{1}, g_{2}\right)\left(\sum_{k=0}^{N-1} B_{k}\left(\tilde{\Lambda}_{s}^{\dagger}, t\right)\left(\tilde{\mathscr{K}}_{(s) k}^{\dagger} \tilde{V}^{\prime}-\tilde{\mathcal{M}}_{(s) k}^{\dagger} \tilde{V}\right)-\tilde{l}^{\dagger} \tilde{\phi}\right),
\end{aligned} \\
& \sum_{k=0}^{N-1} B_{k}\left(\Lambda_{N}^{\dagger}, t\right)\left(\mathscr{K}_{k(N)}^{+} V^{\prime}-\mathscr{M}_{k(N)}^{\dagger} V\right)  \tag{6.11}\\
& =\pi^{\dagger}\left(g_{1}, g_{2}\right)\left(\sum_{k=0}^{N-1} B_{k}\left(\tilde{\Lambda}_{N}^{+}, t\right)\left(\tilde{\mathscr{K}}_{k(N)}^{\dagger} \tilde{V}^{\prime}-\tilde{\mathscr{M}}_{k(N)}^{+} \tilde{V}\right)\right.
\end{align*}
$$

where the function $\tilde{\phi}$ can be expressed through $\phi, Q^{\dagger}, B_{k}$ and $\varphi_{k}(k=0,1, \ldots, N-1)$. In the case $N=2, B_{0}=$ const and $B_{1}=$ const this expression is given in $\S 8$.

From the form of the relation connecting $\tilde{\Phi}$ with $\Phi, Q^{\dagger}, B_{k}$ and $\varphi_{k}(k=0, \ldots, N-1)$ it follows that for a given $\Phi$ it is always possible to find such a gauge function $g_{1}(x, t)$, $g_{2}(x, t)$ to obtain any function $\tilde{\Phi}$ given in advance. In particular, one can always convert any $\phi$ into $\tilde{\phi}=0$. Therefore the transformations $V \rightarrow V^{\prime}$ of the form (5.9) with the same functions $B_{k},(k=0,1, \ldots, N-1)$ and different functions $\tilde{\Phi}$ are gaugeequivalent to each other. Thus, the whole freedom which appears in transformations $V \rightarrow V^{\prime}(5.9)$ is of the pure gauge nature.

Gauge-invariant formulation of the nonlinear transformations $V \rightarrow V^{\prime}$, which correspond to the transformation law (3.5) of the scattering matrix, one can obtain from (5.11) by using the special gauge transformation from the potentials $V, V^{\prime}$ to the invariants $W, W^{\prime}$ or equivalently, one can pick out from (5.9) its gauge-invariant part, this can be done by multiplying (5.9) by $M^{+}$.

Indeed, multiplying (5.9) by $M^{\dagger}$, we get (5.11). Then we make the special gauge transformations (6.1) from the potentials $V, V^{\prime}$ to the invariants $W, W^{\prime}$ :

$$
\begin{equation*}
W=\tau\left(\tilde{\rho}_{1}^{-1}\right) V+\mathscr{V}\left(\tilde{\rho}_{1}^{-1}\right), \quad W^{\prime}=\tau\left(\tilde{\rho}_{2}^{-1}\right) V+\mathscr{V}\left(\tilde{\rho}_{2}^{-1}\right) \tag{6.13}
\end{equation*}
$$

where

$$
\begin{aligned}
& g_{1}(x, t)=\tilde{\rho}_{1}^{-1}=\exp \left(\frac{1}{N} \int^{x} \mathrm{~d} x^{\prime} V_{N-1}\left(x^{\prime}, t\right)\right) \\
& g_{2}(x, t)=\tilde{\rho}_{2}^{-1}=\exp \left(\frac{1}{N} \int^{x} \mathrm{~d} x^{\prime} V_{N-1}^{\prime}\left(x^{\prime}, t\right)\right) .
\end{aligned}
$$

Using (6.13) we have

$$
\begin{align*}
\sum_{k=0}^{N-1} B_{k}\left(\Lambda_{W}^{\dagger},\right. & t)\left(\mathscr{K}_{k(W)}^{\dagger} W^{\prime}-\mathscr{M}_{k(W)}^{\dagger} W\right) \\
& =\left(\pi^{\dagger}\left(g_{1}, g_{2}\right)\right)^{-1}\left(\sum_{k=0}^{N-1} B_{k}\left(\Lambda_{N}^{\dagger}, t\right)\left(\mathscr{K}_{k(N)}^{\dagger} V^{\prime}-\mathcal{M}_{k(N)}^{\dagger} V\right)\right) \tag{6.14}
\end{align*}
$$

where

$$
\begin{equation*}
\Lambda_{W}^{\dagger} \stackrel{\text { def }}{=} \Lambda_{N}^{\dagger}\left(W, W^{\prime}\right), \quad \mathscr{K}_{k(W)}^{\dagger} \stackrel{\text { def }}{=} \mathscr{K}_{k(N)}^{\dagger}\left(W, W^{\prime}\right), \quad \mathscr{M}_{k(W)}^{\dagger} \stackrel{\text { def }}{=} \mathcal{M}_{k(N)}^{\dagger}\left(W, W^{\prime}\right) \tag{6.15}
\end{equation*}
$$

So the nonlinear transformations of the $B C$ group (5.11) can be represented in the manifestly gauge-invariant form:

$$
\begin{equation*}
\sum_{k=0}^{N-1} B_{k}\left(\Lambda_{W}^{\dagger}, t\right)\left(\mathscr{K}_{k(W)}^{\dagger} W^{\prime}-\mathcal{M}_{k(W)}^{\dagger} W\right)=0 . \tag{6.16}
\end{equation*}
$$

Now let us pay attention to the fact that the general Bäcklund-Calogero group, which was constructed in the previous section, contains as the subgroup the group of gauge transformations.

Indeed, let us consider, for example, the transformation (5.9) with $B_{0}=1, B_{k}=0$, ( $k=1, \ldots, N-1$ ). It has the form $V^{\prime}=V+l^{+} \phi$ or, in components,

$$
V_{k}^{\prime}=(1-\phi(x, t))^{-1} \sum_{t=0}^{N-k} C_{k+1}^{k} V_{k+1} \partial^{l}(1-\phi(x, t))
$$

This is the gauge transformation (2.1) with a gauge function $g(x, t)=(1-\phi(x, t))^{-1}$.
We emphasise that the potentials $V, V^{\prime}$ in general transformations (5.9) and (5.11) of Bäcklund-Calogero group are transformed under the gauge transformations independently with the different gauge functions $g_{1}(x, t)$ and $g_{2}(x, t)$.

## 7. General form of nonlinear equations

The BC group constructed in $\S 5$ contains the transformations of various types. Let us consider its one-parameter subgroup given by the matrices

$$
\begin{equation*}
\bar{B}(\lambda, t)=\bar{C}(\lambda, t)=\sum_{k=0}^{N-1} \exp \left(-\int_{t}^{t} \mathrm{~d} s \Omega_{k}\left(\lambda^{N}, s\right)\right) \bar{A}^{k} \tag{7.1}
\end{equation*}
$$

It is easy to show that the transformation (3.5) with the matrices $\bar{B}$ and $\bar{C}$ of the form (7.1) is a displacement in time $t: S^{\prime}(\lambda, t)=S\left(\lambda, t^{\prime}\right)$. The corresponding transformations (5.9) and (5.11) give, in the explicit form, the time evolution of the potential $V: V(x, t) \rightarrow$ $V\left(x, t^{\prime}\right)$. Different evolution laws correspond to different functions $\Omega_{k}\left(\lambda^{N}, t\right)$. An identity transformation is given by the functions $B_{0}=1, B_{1}=\ldots=B_{N-1}=0$.

Here we obtain from the transformations (5.9) the corresponding nonlinear equations. Let us consider the infinitesimal displacement in time: $t \rightarrow t^{\prime}=t+\varepsilon$ where $\varepsilon \rightarrow 0$. In this case

$$
\begin{align*}
& V\left(x, t^{\prime}\right)=V(x, t+\varepsilon)=V(x, t)+\varepsilon(\partial V(x, t) / \partial t), \\
& B_{k}\left(\lambda^{N}, t\right)=\delta_{k_{0}}-\varepsilon \Omega_{k}\left(\lambda^{N}, t\right), \quad k=0,1, \ldots, N-1  \tag{7.2}\\
& \phi(x, t)=\varepsilon \varphi(x, t)
\end{align*}
$$

where $\varphi(x, t)$ is an arbitrary scalar function. Substituting (7.2) into (5.9) we obtain

$$
\begin{equation*}
\frac{\partial V(x, t)}{\partial t}-\sum_{k=1}^{N-1} \Omega_{k}\left(L_{s}^{\dagger}, t\right) \mathscr{L}_{(s) k}^{\dagger} V-l^{\dagger} \varphi=0 \tag{7.3}
\end{equation*}
$$

where $\left.L_{s}^{+} \stackrel{\text { def }}{=} \Lambda_{s}^{\dagger}\right|_{V=v^{\prime}}, \mathscr{L}_{(s) k}^{+}=\left.\left(\mathscr{K}_{(s) k}^{+}-\mathscr{M}_{(s) k}^{\dagger}\right)\right|_{V=v^{\prime}}$ and the operators $\Lambda_{s}^{\dagger}, \mathscr{K}_{(s) k}^{\dagger}, \mathscr{M}_{(s) k}^{\dagger}$ are given by the formulae (4.18), (5.10).

The system of $N$ equations (7.3) is just the general form of the evolution equations integrable by the problem (1.1) via the inverse scattering transform method. The transformations (5.9) are the general Bäcklund-Calogero transformations for the equations (7.3). In the case $\partial B_{k} / \partial t=0,(k=0, \ldots, N-1)$ the transformations (5.9) are the general auto-Bäcklund transformations for the equations (7.3). The infinitedimensional group of auto-Bäcklund transformations also contains as a subgroup an Abelian infinite-dimensional symmetry group of the equations (7.3).

In more details, the properties of evolution equations (7.3) have been considered in [20].

## 8. The examples: $\mathbf{N}=\mathbf{2}$

The general formulae (4.9), (4.11) give

$$
\begin{align*}
& l_{1}^{\dagger}=-\partial^{2}-V_{1} \partial+V_{0}^{\prime}-V_{0}, \quad l_{2}^{+}=-2 \partial+V_{1}^{\prime}-V_{1}, \\
& M^{\dagger}=\left(\begin{array}{cc}
1, & -l_{1}^{\dagger}\left(l_{2}^{+}\right)^{-1} \\
0, & 0
\end{array}\right),  \tag{8.1}\\
& \left(l_{2}^{+}\right)^{-1}=\frac{1}{2} \exp \left(\frac{1}{2} \int_{x}^{+\infty}\left(V_{1}-V_{1}^{\prime}\right)\right) \int_{-\infty}^{x} \mathrm{~d} y \exp \left(-\frac{1}{2} \int_{y}^{+\infty}\left(V_{1}-V_{1}^{\prime}\right)\right) .
\end{align*}
$$

From the formulae (4.18) and (4.21) we have for the operator $\Lambda_{s}^{\dagger}$ :

$$
\begin{equation*}
\Lambda_{s}^{\dagger}=\binom{V_{0}^{\prime}-\left(\partial V_{0}^{\prime}\right)\left(l_{2}^{\dagger}\right)^{-1}, \quad\left(\left(\partial V_{0}^{\prime}\right)-V_{0}^{\prime} l_{2}^{\dagger}\right)\left(l_{2}^{+}\right)^{-1} l_{1}^{\dagger}\left(l_{2}^{\dagger}\right)^{-1}}{V_{1}^{\prime}-\left(\partial V_{1}^{\prime}\right)\left(l_{2}^{\dagger}\right)^{-1}-l_{1}^{\dagger}\left(l_{2}^{\dagger}\right)^{-1},\left(l_{1}^{\dagger}+\left(\partial V_{1}^{\prime}\right)-V_{1}^{\prime} l_{2}^{\dagger}\right)\left(l_{2}^{+}\right)^{-1} l_{1}^{\dagger}\left(l_{2}^{\dagger}\right)^{-1}} . \tag{8.2}
\end{equation*}
$$

For $\mathscr{K}_{(s) k}^{\dagger} V^{\prime}-\mathcal{M}_{(s) k}^{+} V,(k=0,1)$ from (5.7), (5.10) and (8.2) one can obtain the following expressions

$$
\mathscr{K}_{(s) 1}^{\dagger} V^{\prime}-\mathscr{M}_{(s) 1}^{\dagger} V=\left(\begin{array}{c}
\mathscr{K}_{(s) 0}^{\dagger} V^{\prime}-\mathscr{M}_{(s) 0}^{\dagger} V=V^{\prime}-V, \\
\left(\partial V_{0}^{\prime} \exp \left(-\frac{1}{2} \int_{-\infty}^{x}\left(V_{1}-V_{1}^{\prime}\right)\right)\right.  \tag{8.3}\\
l_{1}^{\dagger} \exp \left(-\frac{1}{2} \int_{-\infty}^{x}\left(V_{1}-V_{1}^{\prime}\right)\right)+\left(\partial V_{1}^{\prime}\right) \exp \left(-\frac{1}{2} \int_{-\infty}^{x}\left(V_{1}-V_{1}^{\prime}\right)\right)
\end{array}\right) .
$$

Let us write out the basic quantities and relation for the gauge transformations. The formulae (2.1) and (6.3) give

$$
\pi^{*}\left(g_{1}, g_{2}\right)=\left(\begin{array}{cc}
g_{2} / g_{1} & \left(\partial g_{2}\right) / g_{1}  \tag{8.4}\\
0 & g_{2} / g_{1}
\end{array}\right), \quad \begin{array}{ll}
\tilde{V}_{0}=V_{0}+V_{1} g \partial(1 / g)+g \partial^{2}(1 / g), \\
\tilde{V}_{1}=V_{1}+2 g \partial(1 / g) .
\end{array}
$$

In the case $N=2$ there exists only one invariant $W_{0}$ which has the form

$$
\begin{equation*}
W_{0}=V_{0}-\frac{1}{2} \partial V_{1}-\frac{1}{4} V_{1}^{2} \tag{8.5}
\end{equation*}
$$

It was shown in [24] that the Miura and the Gardner transformations [25] are the gauge transformations. Indeed, the Miura transformation

$$
\begin{equation*}
\tilde{V}_{0}=-\frac{1}{2} \partial V_{1}-\frac{1}{4} V_{1}^{2} \tag{8.6}
\end{equation*}
$$

as it follows from (8.5) is the gauge transformation from the gauge ( $V_{0}=0, V_{1}$ ) to the gauge ( $\tilde{V}_{0}, \tilde{V}_{1}=0$ ). Let us consider the general linear gauge $\alpha_{0} V_{0}+\alpha_{1} V_{1}=0$ where $\alpha_{0}$ and $\alpha_{1}$ are constants. One can introduce the function $u(x, t)$ such that $V_{0}=\beta_{0} u$, $V_{1}=\beta_{1} u$ where $\beta_{0}$ and $\beta_{1}$ are some constants ( $\alpha_{0} \beta_{0}+\alpha_{1} \beta_{1}=0$ ). From (8.5) we obtain the Gardner transformation

$$
\begin{equation*}
\tilde{u}=\left(\beta_{0} / \beta_{0}^{\prime}\right) u-\frac{1}{2}\left(\beta_{1} / \beta_{0}^{\prime}\right) \partial u-\frac{1}{4}\left(\beta_{1}^{2} / \beta_{0}^{\prime}\right) u^{2} \tag{8.7}
\end{equation*}
$$

as the gauge transformation from one general linear gauge ( $V_{0}=\beta_{0} u, V_{1}=\beta_{1} u$ ) to another one ( $\tilde{V}_{0}=\beta_{0}^{\prime} \tilde{u}, \tilde{V}_{1}=\beta_{1}^{\prime} \tilde{u}=0$ ) with $\beta_{1}^{\prime}=0$.

With the use of (8.3) and (8.4) by the direct calculations one can for the relations (6.12) the following expressions:
$\mathscr{K}_{(s) k}^{\dagger} V^{\prime}-\mathscr{M}_{(s) k}^{\dagger} V=\pi^{\dagger}\left(g_{1}, g_{2}\right)\left(\tilde{\mathscr{K}}_{(s) k}^{\dagger} \tilde{V}^{\prime}-\tilde{\mathcal{M}}_{(s) k}^{\dagger} \tilde{V}\right)+l^{\dagger} \varphi_{k}, \quad(k=0,1)$
where

$$
\begin{equation*}
\varphi_{0}=1-g_{2} / g_{1}, \quad \varphi_{1}=g_{2}\left(\partial\left(\frac{1}{g_{2}}\right)\right) \exp \left(-\frac{1}{2} \int_{-\infty}^{x}\left(V_{1}-V_{1}^{\prime}\right)\right) \tag{8.8}
\end{equation*}
$$

From (6.4), (8.4) and (8.6) one can show that (6.7) has the form

$$
\begin{equation*}
\tilde{\Lambda}_{s}^{+}=\left(\pi^{+}\left(g_{1}, g_{2}\right)\right)^{-1} \Lambda_{s}^{\dagger} \pi^{\dagger}\left(g_{1}, g_{2}\right)+\binom{\tilde{l}_{1}^{\dagger}}{\tilde{l}_{2}^{\dagger}} \otimes\left(Q_{1}^{\dagger}, Q_{2}^{\dagger}\right) \tag{8.9}
\end{equation*}
$$

where

$$
Q_{1}^{\dagger}=-g_{2}\left(\partial\left(1 / g_{2}\right)\right)\left(\tilde{l}_{2}^{\dagger}\right)^{-1}, \quad Q_{2}^{\dagger}=g_{2}\left(\partial\left(1 / g_{2}\right)\right)\left(\tilde{l}_{2}^{\dagger}\right)^{-1} \tilde{l}_{1}^{\dagger}\left(l_{2}^{\dagger}\right)^{-1}
$$

In the case $B_{0}\left(\Lambda_{s}^{\dagger}, t\right)=B_{0}=$ constant; $B_{1}\left(\Lambda_{s}^{+}, t\right)=B_{1}=$ constant the relation (6.13) is

$$
\begin{equation*}
\sum_{k=0,1} B_{k}\left(\mathscr{K}_{(s) k}^{\dagger} V^{\prime}-\mathscr{M}_{(s) k}^{\dagger} V\right)-l^{\dagger} \phi=\pi^{\dagger}\left(g_{1}, g_{2}\right)\left(\sum_{k=0,1} B_{k}\left(\tilde{\mathscr{K}}_{(s) k}^{\dagger} \tilde{V}^{\prime}-\tilde{\mathcal{M}}_{(s) k}^{\dagger} \tilde{V}\right)-\tilde{l}^{\dagger} \tilde{\phi}\right) \tag{8.10}
\end{equation*}
$$

where $\tilde{\phi}=\left(\phi-B_{0} \varphi_{0}-B_{1} \varphi_{1}\right)\left(g_{1} / g_{2}\right)$ and $\varphi_{0}, \varphi_{1}$ are given in (8.8).
The nonlinear transformations $V \rightarrow V^{\prime}$ of the form (5.9) with the constant $B_{0}$ and $B_{1}$ are given by the relations
$B_{0}\left(V_{0}^{\prime}-V_{0}\right)+B_{1}\left(\partial V_{0}^{\prime}\right) \exp \left(-\frac{1}{2} \int_{-\infty}^{x}\left(V_{1}-V_{1}^{\prime}\right)\right)+\partial^{2} \phi+V_{1} \partial \phi-\left(V_{0}^{\prime}-V_{0}\right) \phi=0$,

$$
\begin{align*}
B_{0}\left(V_{1}^{\prime}-V_{1}\right)+ & B_{1}\left\{V_{0}^{\prime}+V_{0}+\frac{1}{2}\left(\partial\left(V_{1}^{\prime}+V_{1}\right)\right)+\frac{1}{4}\left(V_{1}^{2}-V_{1}^{\prime 2}\right)\right\} \\
& \times \exp \left(-\frac{1}{2} \int_{-\infty}^{x}\left(V_{1}-V_{1}^{\prime}\right)\right)+2 \partial \phi-\left(V_{1}^{\prime}-V_{1}\right) \phi=0 . \tag{8.11b}
\end{align*}
$$

Let us also present some nonlinear equations integrable by the problem (1.1). From the invariant part of the system of equations (7.3) we have

$$
\begin{equation*}
\partial W_{0} / \partial t+\partial^{3} W_{0}+6 W_{0} \partial W_{0}=0, \quad W_{0}=V_{0}-\frac{1}{2} \partial V_{1}-\frac{1}{4} V_{1}^{2} \tag{8.12}
\end{equation*}
$$

In the gauges $\left(V_{0}, V_{1}=0\right),\left(V_{0}=0, V_{1}\right)$ and $\left(V_{0}=\beta_{0} u, V_{1}=\beta_{1} u\right)$ from (8.12) one can obtain the $\mathrm{KdV}, \mathrm{mKdV}$ and Gardner equations respectively

$$
\begin{align*}
& \partial V_{0} / \partial t+\partial^{3} V_{0}+6 V_{0} \partial V_{0}=0,  \tag{8.13}\\
& \partial V_{1} / \partial t+\partial^{3} V_{1}-\frac{3}{2} V_{1}^{2} \partial V_{1}=0,  \tag{8.14}\\
& \partial u / \partial t+\partial^{3} u+6 \beta_{0} u \partial u-\frac{3}{2} \beta_{1}^{2} u^{2} \partial u=0 . \tag{8.15}
\end{align*}
$$

Let us return to the transformations (8.11). Putting $V_{1}=V_{1}^{\prime}=0$ and excluding then the function $\phi$ one can obtain the well known Bäcklund transformation (BT) [22] for the Kdv equation

$$
2 B_{0}\left(V_{0}^{\prime}-V_{0}\right)+B_{1} \partial\left(V_{0}^{\prime}+V_{0}\right)+B_{1}\left(V_{0}^{\prime}-V_{0}\right) \int_{-\infty}^{x}\left(V_{0}^{\prime}-V_{0}\right)=0
$$

or

$$
\partial\left(V_{0}^{\prime}+V_{0}\right)+\left(V_{0}^{\prime}-V_{0}\right)\left[\left(2 B_{0} / B_{1}\right)^{2}-2\left(V_{0}^{\prime}+V_{0}\right)\right]^{1 / 2}=0
$$

By performing an analogous calculation in the gauge $V_{0}=V_{0}^{\prime}=0$ one can obtain from (8.11) the relation

$$
\left\{\partial+\frac{1}{2}\left(V_{1}+V_{1}^{\prime}\right)\right\}\left\{\frac{1}{2} B_{1} \partial\left(V_{1}^{\prime}+V_{1}\right)+B_{0}\left(V_{1}^{\prime}-V_{1}\right)+\frac{1}{8} B_{1}\left(V_{1}^{\prime}-V_{1}\right) \int_{-\infty}^{x}\left(V_{1}^{\prime 2}-V_{1}^{2}\right)\right\}=0 .
$$

From this relation we have the well known BT for the mKdV equation

$$
2 B_{0}\left(V_{1}^{\prime}-V_{1}\right)+B_{1} \partial\left(V_{1}^{\prime}+V_{1}\right)-\frac{1}{4} B_{1}\left(V_{1}^{\prime}-V_{1}\right) \int_{-\infty}^{x}\left(V_{1}^{\prime 2}-V_{1}^{2}\right)=0 .
$$

The integral term in the last equation can be easily excluded and the bt for the mKdV takes the form

$$
\begin{equation*}
\partial\left(V_{1}+V_{1}^{\prime}\right)+\frac{1}{2}\left(V_{1}^{\prime}-V_{1}\right)\left[\left(4 B_{0} / B_{1}\right)^{2}+\left(V_{1}^{\prime}+V_{1}\right)^{2}\right]^{1 / 2}=0 . \tag{8.17}
\end{equation*}
$$

The function $\phi$ can be excluded from (8.11) before fixing a gauge. Excluding $\phi$ after some calculations one can obtain from (8.11)
$2 B_{0}\left(W_{0}^{\prime}-W_{0}\right)+B_{1} \partial\left(W_{0}^{\prime}+W_{0}\right)+B_{1}\left(W_{0}^{\prime}-W_{0}\right) \int_{-\infty}^{x}\left(W_{0}^{\prime}-W_{0}\right)=0$
e.g. the invariant part (6.15) of the transformations (5.9) of the BC group.

Let us fix the gauge in (8.18) by the following way: $\left(V_{0}=\beta_{0} u, V_{1}=\beta_{1} u\right)$ and ( $V_{0}^{\prime}=\beta_{0} u^{\prime}, V_{1}^{\prime}=\beta_{1} u^{\prime}$ ). Then from (8.18) we have

$$
\begin{align*}
B_{0}\left(W_{0}^{\prime}-W_{0}\right) & +\frac{1}{2} B_{1} \partial\left(W_{0}^{\prime}+W_{0}\right)+\frac{1}{2} B_{1}\left(W_{0}^{\prime}-W_{0}\right) \int_{-\infty}^{x}\left(W_{0}^{\prime}-W_{0}\right) \\
= & {\left[\beta_{0}-\frac{1}{2} \beta_{1} \partial-\frac{1}{4} \beta_{1}^{2}\left(u^{\prime}+u\right)\right]\left(B_{0}\left(u^{\prime}-u^{\prime}\right)+\frac{1}{2} B_{1} \partial\left(u^{\prime}+u\right)\right.} \\
& \left.+\frac{1}{2} B_{1}\left(u^{\prime}-u\right) \int_{-\infty}^{x} \int_{-\infty}^{x}\left[\beta_{0}\left(u^{\prime}-u\right)-\frac{1}{4} \beta_{1}^{2}\left(u^{\prime 2}-u^{2}\right)\right]\right)=0 . \tag{8.19}
\end{align*}
$$

From (8.19) we obtain the Bäcklund transformation for the Gardner equation (8.15)

$$
2 B_{0}\left(u^{\prime}-u\right)+B_{1} \partial\left(u^{\prime}+u\right)
$$

$$
+B_{1}\left(u^{\prime}-u\right) \int_{-\infty}^{x}\left[\beta_{0}\left(u^{\prime}-u\right)-\frac{1}{4} \beta_{1}^{2}\left(u^{\prime 2}-u^{2}\right)\right]=0
$$

The integral term in this equation can be excluded and, as a result, we get

$$
\begin{equation*}
\partial\left(u^{\prime}+u\right)+\left(u^{\prime}-u\right)\left[\left(2 B_{0} / B_{1}\right)^{2}-2 B_{0}\left(u^{\prime}+u\right)+\frac{1}{4} \beta_{1}^{2}\left(u^{\prime}+u\right)^{2}\right]^{1 / 2}=0 . \tag{8.20}
\end{equation*}
$$

In the mixed gauge ( $V_{0}, V_{1}=0$ ), ( $V_{0}^{\prime}=0, V_{1}^{\prime}$ ) from (8.18) we obtain the following relation after excluding the integral term:

$$
\begin{align*}
\partial\left(-\frac{1}{2} \partial V_{1}^{\prime}-\frac{1}{4} V_{1}^{\prime 2}\right. & \left.+V_{0}\right)+\left(-\frac{1}{2}\left(\partial V_{1}^{\prime}\right)-\frac{1}{4} V_{1}^{\prime 2}-V_{0}\right) \\
& \times\left[\left(2 B_{0} / B_{1}\right)^{2}-2\left(-\frac{1}{2} \partial V_{1}^{\prime}-\frac{1}{4} V_{1}^{\prime 2}+V_{0}\right)\right]^{1 / 2}=0 . \tag{8.21}
\end{align*}
$$

The transformation (8.21), as it is easy to see, is the product of the BT from $V_{0}$ to $V_{0}^{\prime}$ (BT (8.16) for the KdV) and Miura transformation $V_{0}=-\frac{1}{2} \partial V_{1}^{\prime}-\frac{1}{4} V_{1}^{\prime 2}$.

Analogously, one can prove that the transformation (8.18) in the gauges ( $V_{0}=0, V_{1}$ ) and ( $V_{0}^{\prime}, V_{1}^{\prime}=0$ ) is the product of the two transformations: $\mathbf{B T}$ (8.17) for the mKdV from $V_{1}$ to $V_{1}^{\prime}$ and Miura transformation $V_{0}^{\prime}=-\frac{1}{2} \partial V_{1}-\frac{1}{4} V_{1}^{2}$ from $V_{1}$ to $V_{0}^{\prime}$.
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